The script concordance test as a measure of clinical reasoning: a national validation study
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Abstract

**INTRODUCTION:** The script concordance test (SCT) is an innovative tool for clinical reasoning assessment. It has previously been shown to be a reliable and valid measure of clinical reasoning among general surgical residents.

**PURPOSE:** To determine if the SCT maintained its validity and reliability when administered on a national level.

**METHODS:** The test was administered to 202 residents (51 R1, 45 R2, 45 R3, 28 R4, and 33 R5) in 9 general surgery programs across Canada.

**RESULTS:** The optimized version of the test had a reliability (Cronbach alpha) of .85. Scores increased progressively from R1 (64.5 ± 7.6) to R2 (69.5 ± 5.8) to R3 (69.9 ± 6.7) to R4 (72.0 ± 6.2) with a dip in the R5s (68.3 ± 8.6). The test was able to differentiate junior (R1 + R2 = 66.8 ± 7.2) from senior residents (R3 + R4 + R5 = 70.0 ± 7.3, \( P = .001 \)) across all the programs.
Training of general surgeons requires the acquisition of knowledge, technical skills, and experience. This is currently accomplished through residency training programs. These programs provide trainees with a structured curriculum to acquire knowledge, technical skill training through the exposure to the operating room, and the chance to build their experience in a supervised environment. Physicians who successfully complete their training become eligible for credentialing examinations. The assessment of these requirements is performed via a combination of subjective (ie, in-training evaluations) and objective assessment tools. These objective examinations are composed of both multiple-choice and oral-type questions. The multiple-choice questions are generally accepted as a valid and reliable measure of knowledge acquisition. By contrast, oral-type questions test knowledge, clinical reasoning, and decision-making skills. Although oral examinations can assess the clinical reasoning and decision-making skills needed to solve ill-defined problems, they are limited by difficulties in proper standardization, reliable scoring, and administration to a large group of examinees. With cognitive psychology now forming the major conceptual framework in medical education,2 it is necessary to develop a reliable and valid method of assessing clinical reasoning that measures its process as well as its outcome.3

The script concordance test (SCT) is a tool of clinical reasoning assessment that is based on cognitive psychology script theory.4 The theory proposes that when physicians are faced with clinical problems, they mobilize sets of knowledge (their scripts) to understand the situation and come to clinical decisions.4,5 These scripts are used daily in clinical practice and are refined with experience.6

The SCT has been shown to be a reliable measure of the examinees’ skills in using their knowledge to confirm or eliminate a clinical hypothesis in relation to ill-defined problems across multiple medical specialties6–10 including intraoperative problems encountered by surgeons.11,12 We have previously shown, in a single-institution study, that the SCT is reliable and valid in differentiating between the intraoperative clinical reasoning skills of junior and senior general surgical residents.11 The purpose of this study was to determine if the SCT maintained its validity and reliability in differentiating between the intraoperative clinical reasoning skills of junior and senior residents when administered across 9 Canadian general surgery programs, which is a natural next step in the assessment of this innovative tool for its possible use in high-stakes examinations.

CONCLUSIONS: The SCT maintained its reliability and validity as a measure of intraoperative clinical reasoning among general surgical residents when administered across multiple centers. We believe that the SCT can be developed to measure clinical reasoning in high-stakes national examinations.

Methods

The examination candidates

Of the 16 general surgery programs across Canada, 9 program directors agreed to participate in this study. The examination was administered to 202 general surgical residents enrolled across 9 Canadian universities: Alberta, British Columbia, Calgary, McGill, McMaster, Memorial, Ottawa, Queen’s, and Western Ontario. The resident’s level of training ranged between postgraduate training years 1 through 5 (R1–R5).

For analysis, the residents were also divided into 2 larger groups: junior and senior. This division follows the Royal College of Canada’s “specialty training requirements in general surgery.”13 According to these requirements, the initial period of postgraduate training (R1 and R2) is considered junior years and is required to acquire the knowledge, skills, and attitudes underlying the basics to the practice of surgery in general.14 In the remaining period of postgraduate training (R3, R4, and R5), residents assume a more senior role; they are responsible for more advanced aspects of patient care, participate more in decision making, and supervise the junior residents.

Development of the test

The SCT administered to the residents consisted of new questions that were specifically prepared for this study following the same steps described in our previous publication.11 Four of the 9 program directors (SM, DP, SR, and KL) participated in writing the new examination items. Each SCT item consisted of a scenario and between 2 and 6 questions that covered issues inherent to the scenario.12 Each item of our SCT examination was constructed so that reflection in action would be necessary to answer the questions. When preparing the clinical vignette, an attempt was made to keep it authentic but to require reasoning skills and some clinical experience. Each question had an answer key in the form of a 5-point Likert scale (−2, −1, 0, +1, and +2), ranging from completely contraindicated (−2) to completely indicated (+2).

According to Fournier et al,15 an SCT should have 20 items with 60 questions for each hour of testing to achieve a reliability coefficient (Cronbach α) higher than 0.75. It has been shown that having 3 questions for each scenario achieved the best reliability because the addition of more questions to a scenario led to a minimal increase in reliability when compared with the addition of more scenarios.16
Four of the authors (board-certified general surgeons) assessed the initial SCT question database containing over 300 questions for whether each question actually addressed a realistic intraoperative dilemma and if it tested decision-making skills. This process allowed us to retain the best 153 questions for the eventual test. All the retained questions addressed an objective of training of both the Royal College of Surgeons of Canada and the American Board of Surgery.

Scoring

Scoring takes into account the range of potential answers and allows for the variability in clinical reasoning that experts show when confronted with complex questions. Every choice selected by an expert received credit. To develop the scoring grid, the examination was administered to 22 general surgeons from the 9 participating universities, all of whom volunteered to participate as experts. Scores for each question were computed from the answers chosen by all the experts. Credit for each answer was transformed proportionally to get a maximum score of 1 for the modal experts’ choice on each item; other experts’ choices for that question received partial credit. Choices not selected by any expert received 0 credit. For example, if on a question 17 experts out of 22 had chosen +1, a resident choosing +1 would get 1 point (17/17). If 5 experts had chosen +2, then a resident choosing +2 would receive .29 points (5/17). Choices −1, −2, and 0 would receive 0 points. The total score for the test was the sum of the credits on all items.

Statistical analysis

Reliability was estimated using the Cronbach α coefficient. The test was optimized by calculating the corrected item/total item correlation for each question and iteratively eliminating questions with a negative correlation. The score used was the sum of scores on retained questions, and no scenario-based analysis was performed. The process of optimization was stopped when no more questions showed a negative correlation. This process ensured maximal internal consistency. UBC, British Columbia; UWO, Western Ontario.

Table 1

<table>
<thead>
<tr>
<th>Resident level</th>
<th>n</th>
<th>Mean score, %</th>
<th>SD, %</th>
<th>Variability coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>51</td>
<td>64.5</td>
<td>7.6</td>
<td>11.8</td>
</tr>
<tr>
<td>R2</td>
<td>45</td>
<td>69.5</td>
<td>5.8</td>
<td>8.3</td>
</tr>
<tr>
<td>R3</td>
<td>45</td>
<td>69.9</td>
<td>6.7</td>
<td>9.6</td>
</tr>
<tr>
<td>R4</td>
<td>28</td>
<td>72.0</td>
<td>6.2</td>
<td>8.6</td>
</tr>
<tr>
<td>R5</td>
<td>33</td>
<td>68.3</td>
<td>8.6</td>
<td>12.6</td>
</tr>
</tbody>
</table>

SD = standard deviation.

was tested with a 1-way analysis of variance. As stated earlier, junior (R1 and R2) and senior (R3, R4, and R5) residents are expected to be qualitatively different in terms of decision-making skills. To compare the variability of scores between groups, a variability coefficient was calculated (standard deviation divided by the mean and multiplied by 100). All P values at an α of less than 5% were considered significant.

Results

All 202 residents completed the 153-question SCT within the 3-hour examination period. Optimization of the examination through the elimination of items with a negative item/total item correlation resulted in the retention of 131 items. The final optimized examination had a Cronbach α of .85 compared with a Cronbach α of .81 before optimization.

Scores increased progressively from R1 to R4 with a dip in the scores of the R5s ($F_{4, 120} = 6.2, P < .001, Table 1$). Across the 9 general surgery programs, 96 junior residents (R1 and R2) wrote the test compared with 106 senior residents (R3–R5). The test was able to differentiate junior (R1 + R2 = 66.8 ± 7.2) from senior residents (R3 + R4 + R5 = 70.0 ± 7.3, $F_{3, 200} = 10.8, P < .001, Fig. 1$).

When assessing how junior residents performed compared with seniors within different sites of training, the SCT was able to differentiate junior from senior residents ($Table 2$). The site of training had a significant effect on scores ($F_{8, 184} = 3.0, P = .003$), but there was no interaction between the site of training and the level of training ($F_{8, 184} = 4, P = .92$). This indicates that the difference between the junior and senior groups was similar across sites.

Comments

The primary objective of this study was to assess the SCT’s ability to distinguish between the intraoperative decision-making skills of junior and senior general surgical
residents on a national scale. In our previous study, we showed that the SCT differentiated between junior and senior residents in a single-university cohort of general surgical residents. In this study, we show that the SCT is a reliable and valid measure of distinguishing between the intraoperative decision-making skills of junior and senior general surgical residents when used across the 9 Canadian general surgery programs. Although the optimized test maintained a high internal reliability and was able to differentiate between junior and senior residents, we did not observe a significant drop in variability from R1 to R5. In fact, there is a drop in variability between R1 and R2 (coefficient of variability 11.8 and 8.3); a similar variability among R2, R3, and R4; and a rise with R5 (12.6). These observations are rather unusual; in most SCT studies, the variability of scores drops with expertise level. The analysis of scores from the sites suggests that this phenomenon is not constant; in 3 sites, noticeable drops in variability are observed, whereas other patterns can be seen in other sites. In light of the present experience and literature with SCT testing, no clear interpretation of this phenomenon can be proposed.

As in our previous study, we documented an increase in scores with resident progression from R1 to R4 with the same decrease in the scores of the R5s. We attempted to explain this drop in the scores of the R5s using 2 hypotheses. In our first hypothesis, we assumed that this drop could be a result of variability between how the R5s understand and use the Likert scale (the difference between what a +2 means compared with a +1) as opposed to the expert panel. This variation in understanding has been proposed in the literature as a cause for the lack of concordance between experts and candidates. To eliminate this as a potential reason for the drop in the scores of the R5s, we rescored the test after converting the 5-point Likert scale (−2, −1, 0, +1, and +2) to a 3-point Likert scale (−, 0, and +). The test still maintained its internal reliability (Cronbach α = .81), but again it showed progressively higher scores as residents progressed from R1 to R4 and the same decrease in the scores of the R5s. Although the conversion did not resolve the drop in the scores of the R5s, its effect on the internal reliability and construct validity is consistent with the findings of Bland et al. In their article, the authors compared 5 different scoring systems for SCT assessment, including the aggregate 5-point and 3-point Likert scales used in our study. They found a strong absolute correlation and relationship between the scores calculated when using both scales. They argued that the 5-point Likert scale added little to the SCT in terms of reliability and validity. Based on their findings and our results, it would appear that using an aggregate 3-point Likert scale could be simpler and has little effect on the performance of the test. However, adopting the 3-point Likert scale risks losing information relating to the degree of confidence examinees have in their response; it potentially eliminates all variability present in day-to-day clinical practice, and it risks transforming the questions into multiple-choice best answer–type questions.

Our second hypothesis is based on an inherent feature of the SCT. It has been shown in the literature that candidates’ scores vary depending on the cohort of experts used to develop the scoring grid. We hypothesize that this drop might be explained by the fact that in their preparation for their board examination the R5s may have increased their knowledge level relative to that of the expert panel, and, hence, they may be answering at a level of a subspecialist. A study is currently ongoing to explore the validity of this hypothesis by developing a scoring grid to each group of subspecialty questions that will be based on the answers of experts of that subspecialty. This important study will determine whether, in the future, SCTs are scored by experts taking the entire examination or by subspecialists taking only parts of the examination relevant to their specialty.

Although studies in many specialties have shown the SCT to be both reliable and valid, they have included a relatively small set of items and candidates. Our study has the largest number of participants in the literature including 202 residents enrolled in general surgery training across 9 universities. Administering and scoring this examination to a large number of candidates across multiple sites can be labor intensive. It is very useful that the SCT lends itself very well to being administered as an online examination. This not only provides an easy scoring method but also allows the inclusion of multimedia (ie, pictures, audio, and video) to clinical scenarios and to the information provided in the questions further expanding the test’s ability to examine the candidate’s decision-making skills and reasoning by providing a scenario that is closer to actual clinical practice. Other limitations to the widespread application of the SCT are the difficulty in preparing items that test clinical reasoning rather than knowledge and the difficulty in recruiting experts for examination scoring. Despite these limitations, we believe that the SCT is one of the few available approaches to clinical reasoning assessment at the present time. The only other approach that appears to be gaining in popularity is the combination of think-aloud and concept mapping. Pottier et al used this new method to

<table>
<thead>
<tr>
<th>Site</th>
<th>Junior residents</th>
<th>Senior residents</th>
<th>n</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>66.3 (7.6)</td>
<td>68.0 (5.8)</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>Calgary</td>
<td>66.2 (8.7)</td>
<td>72.8 (6.5)</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>McMaster</td>
<td>68.0 (7.3)</td>
<td>71.4 (7.4)</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>McGill</td>
<td>63.0 (7.2)</td>
<td>67.0 (7.8)</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>Memorial</td>
<td>67.2 (1.6)</td>
<td>73.4 (4.0)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Ottawa</td>
<td>70.0 (6.4)</td>
<td>71.7 (7.4)</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Queen</td>
<td>71.3 (3.9)</td>
<td>76.2 (3.0)</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>UBC</td>
<td>67.0 (7.6)</td>
<td>67.5 (6.7)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Western Ontario</td>
<td>66.1 (9.3)</td>
<td>69.1 (8.9)</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>66.8 (7.2)</td>
<td>70.0 (7.3)</td>
<td>96</td>
<td>106</td>
</tr>
</tbody>
</table>

UBC = British Columbia.
identify the style of clinical reasoning in medical students and experts. They showed that the combination of think-aloud and concept mapping protocols could reliably assess the trainees’ approach to problem solving. In contrast, the SCT does not analyze the problem-solving approach of trainees but rather determines whether the end result matches that of experts and therein lies the unique value of using the SCT as a measure of clinical reasoning proficiency.

There is a great need for a measure of decision making and clinical reasoning in surgical residency training programs and in certifying examinations. We believe, given the results of this study, that the SCT can be developed to address this need. Piloting the test on a national basis by general surgical associations would allow us to examine the performance of surgical residents (R1s–R5s) compared with surgeons in general practice and surgeons in specialized practice. This could help explain and resolve issues like the dip in the R5 scores as a step toward getting the test ready to be used as a measure of decision making and clinical reasoning within residency training programs and potentially in high-stakes national examinations.
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